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Introduction 
 

In [1-6], the main ways to reduce the negative impact of low-quality electricity on 
the operation of an electric motor in industrial conditions, and, therefore, on production 
efficiency in general, were shown. They are as follows: the use of “individual” LC-
filters to protect especially critical electric drives; the use of "group" devices for 
compensating the influence of low-quality supply voltage at the workshop level; 
suppression of supply voltage distortions in the places of their occurrence. Rejection 
to take any measures is also allowed, regardless of a significant reduction in motor life. 
Each of these options is characterized by a certain implementation cost and expected 
economic effect. 

The method of choosing protection means for an asynchronous electric motor 
(AM), presented in [3, 4], is based on optimization computational experiments, during 
which the statistical patterns of changes in the main quality indicators of linear voltages 
in the electric network, electromagnetic and thermal modes of AM operation are 
reproduced. The practical implementation of these computational procedures involves 
the participation of specialists from various fields: economics, electrical engineering, 
modeling, programming. Obviously, there are no such specialists at industrial 
enterprises and it is required to attract special scientific and research structures. 

At the same time, in industrial enterprises, the number of asynchronous motors 
can reach several tens and even hundreds of units. The involvement of scientific and 
research organizations in order to select the protection means for each motor separately 
will require huge costs and, therefore, it is not economically feasible. This 
contradiction can be resolved by making the choice of protection means available to 
the regular working personnel of an industrial enterprise. 

Indeed, the decision on the economic feasibility of choosing a specific technical 

protection option (or rejecting it) depends on the values of technical 𝑋⃗𝑋 and economical  

𝐶𝐶 quantities. The technical quantities determine the current state of the electrical 
network and the asynchronous motor, and the economical ones determine the costs of 
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the corresponding protective equipment. It is necessary to organize the process of AM 
operation in such a way that the economic damage to the enterprise from its operation 
in a non-sinusoidal electrical network is minimal. 

The formulated task (intervention in the operation process of technical device) 
refers to control tasks. Technical and economical quantities are referred to as inputs. 
The goal of control is represented as follows: 

                                                   𝐸𝐸 → 𝑚𝑚𝑚𝑚𝑚𝑚,                                                             (1) 
Here 𝐸𝐸  is the economic damage from the use of technical AM protection means 

or their absence. 
It is possible to determine the minimum economic damage 𝐸𝐸𝑚𝑚𝑚𝑚𝑚𝑚 if we establish 

the dependence: 

                                                           𝐸𝐸 = 𝑓𝑓�𝑋⃗𝑋,𝐶𝐶�                                               (2) 
An analysis presented above unambiguously indicates that dependence (4.2) is 

static, non-linear, non-stationary. Obviously, it is not possible to obtain it by analytical 
methods, and the implementation of experimental identification has certain difficulties 
due to the lack of a priori data on its structure. Therefore, it is impossible to apply one 
of the many known optimization methods to (1). In addition, the structure of 
dependence (2) is not constant due to the emergence of new protection means and 
taking into account additional quantities characterizing the quality of operation of the 
asynchronous motor and the state of the electrical network. But optimization methods 
are not focused on the adaptation of models. 

Overcoming the difficulty in terms of improving the model (that is, refining its 
structure) is possible by using pattern recognition methods. Recognition methods are 
widely used for predicting the efficiency of technical devices, or assigning the expected 
mode of a technical device to one of predetermined classes – typical modes. But 
recognition methods are not adapted for solving optimization problems. 

At the same time, methods of optimization and pattern recognition have much in 
common; their elements are present in each other. Optimization is the recognition of 
the best (optimal) solution from a set of possible ones; and recognition is the best 
(optimal) classification of an unknown object. It is obvious that overcoming the 
difficulties in solving the optimization problem based on a model with a variable 
structure is possible with the convergence of recognition and optimization methods. 
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1.1. Representation of static processes in discrete form  
In [7], in order to solve the problems of identification and optimization of a 

nonlinear object, it was proposed to use a combined model of the form: 

                                                        𝑦𝑦 = �
𝐴𝐴01 + 𝐴𝐴11 + 𝑋⃗𝑋, 𝑖𝑖𝑖𝑖  𝑧𝑧𝜖𝜖 𝑆𝑆1 

… … .
𝐴𝐴0𝑘𝑘 + 𝐴𝐴1𝑘𝑘 + 𝑋⃗𝑋, 𝑖𝑖𝑖𝑖  𝑧𝑧𝜖𝜖 𝑆𝑆𝑘𝑘

� ,                          (3) 

 Where 𝑋⃗𝑋 = (𝑥𝑥1, … , 𝑥𝑥𝑚𝑚) is the vector of factors influencing the process; 

𝐴𝐴11, … ,𝐴𝐴1𝑘𝑘  – vectors of intraclass linear regression coefficients; 𝑍𝑍1, … ,𝑍𝑍𝑘𝑘– 

homogeneous classes in space �𝑋⃗𝑋,𝑦𝑦�. 
The essence of the combined model is that the space of production situations is 

divided by pattern recognition methods into non-intersecting subsets (classes) 
𝑍𝑍𝑗𝑗  �𝑗𝑗 = 1,𝑘𝑘������, each of which corresponds to a certain operating mode of the equipment, 
and setting a specific operating mode in the form of a linear regression model suitable 
for solving the optimization problem. Thus, this model is a combination of the 
continuous part from the linear equations of multiple regression and the discrete part – 
the decision rules of the recognition system. 

To solve the problem of automatic classification of production situations, a self-
learning algorithm (taxonomy) is used. It allows us to automatically set the appropriate 
number of classes (𝑚𝑚) in the process of partitioning and synthesize decision rules 
(based on a given statistical dataset) in the form of two-valued predicates based on 𝑅𝑅-
functions [Regarding the forecasting of production situations in the enrichment process 
[8]. The estimation of the parameters 𝐴𝐴0𝑗𝑗 and 𝐴𝐴1𝑗𝑗 the continuous part of the model is 
carried out based on elements of 𝑗𝑗-th class sample set using the least squares method. 

The combined model can significantly improve the accuracy of the mathematical 
description of a non-linear object and facilitates the effective use of traditional linear 
optimization methods. And the adaptability of the 𝑅𝑅-functions method to adaptation 
provides the opportunity to continuously refine it in conditions of non-stationary 
processes and production situations. However, the cumbersomeness of this model is 
also obvious, which consists in the need to use five different types of algorithms: 
taxonomy, construction and analysis of predicate equations, construction of regression 
dependencies in each class, linear optimization. 

This cumbersomeness is explained by the fact that the disadvantage of 
optimization methods (inadaptability to model refinement) and the lack of pattern 
recognition methods (inadaptability to optimization procedures) are eliminated by 
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simple arithmetic summation of these different but complementary groups of methods. 
In the work [7] it is proposed to solve the problems of identification and optimal 

control tasks for an object only based on a recognition algorithm. Moreover, the 
proposed solution is focused on models presented as a logical sum of 
hyperparallelepipeds, each of which is described by a latch function. 

Latch functions are simpler dependencies used to describe elementary areas and 
are focused on the application of recognition principles for solving practical problems 
that are characterized by non-linear separation, relatively high dimensionality, as well 
as the continuous, discrete and discrete-continuous nature of the feature space. 

The essence of this approach is as follows. Let the feature space 𝑚𝑚 of 
measurements be given, 𝑥𝑥𝑖𝑖 are the coordinate axes of the space, 𝑖𝑖 = 1,𝑚𝑚������. For clarity, 
we’ll consider a two-dimensional space with axes 𝑥𝑥1 𝑥𝑥2 in fig. 1 (a, b). 

It is assumed that the set of points in this space 𝑆𝑆 corresponds to the set of certain 
objects. This set, in turn, includes subsets 𝑆𝑆𝑘𝑘, called patterns (classes): 

                                                                     𝑍𝑍 ⊇ ⋃ 𝑍𝑍𝑘𝑘𝑛𝑛
𝑘𝑘=1                                                      (4) 

If the compactness hypothesis is true, we can assume that each image corresponds 
to its own area. The description of the areas, and, consequently, of the images, is made 
on the basis of the material of the preliminary training. 

Figure 1 – Graphical interpretation of the method of latch functions: a) 
two-dimensional parallelepiped; b) a set of parallelepipeds in the vicinity of 

training points 
 
Usually, during the training of a recognition system, an object is presented, 

meaning its coordinates are input into the feature space, and it is indicated to which 
pattern (class) it belongs. In this case, in addition to a specific value of a continuous 
coordinate, we can almost always indicate an interval in the vicinity of this value (for 

  
a)                                b) 
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example, due to the accuracy of measuring a physical or technological quantity) that 
does not go beyond the projection of the image area onto the corresponding coordinate 
axis. In other words, in the vicinity of the point corresponding to the training pattern, a 
subregion can be selected in the form of a m-dimensional rectangle. 

To describe such an area, a function has been proposed, which is called the “latch 
function”. The name of the function reflects the appearance of intersecting rectangles 
that resemble latches (Fig. 1 b). This function has the following form: 

                          𝑃𝑃(𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚) = �𝑎𝑎, 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ≤ 𝑥𝑥𝑖𝑖 ≤ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,∀𝑖𝑖= 1,𝑚𝑚������
0 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

 ,                (5) 

where 𝑥𝑥 is the feature vector 𝑥𝑥 = (𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑚𝑚); 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 are vectors of 
function parameters; 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 = (𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚, … , 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚); 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 =
�𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚, … , 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�; 𝑎𝑎 is an arbitrary constant, and 𝑎𝑎 > 0. 

The latch function describes a subdomain of the feature space, which has the 
shape of 𝑚𝑚-dimensional parallelepiped. The number of its vertices is 2𝑛𝑛. The 
coordinates of the vertices are all possible combinations 𝑥𝑥𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 that have 
lengths equal to 𝑚𝑚 (Fig. 1 a). 

If some point of the attribute space is inside or on the border of the subdomain, 
then the function, 𝑃𝑃(𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚) takes the value 𝑎𝑎, when the coordinates of the point 
are substituted into it. Otherwise, it is equal to zero. 

On Fig. 1, b the training images are presented in the form of points in the feature 
space and the subregions in the vicinity of each of them are shown. Dotted closed lines 
depict the boundaries of the areas of the corresponding patterns (classes). 

The subregion in the neighborhood of the 𝑗𝑗-th point of the 𝑘𝑘-th class is described 
by the latch function. 

                          𝑃𝑃 �𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘), 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

(𝑘𝑘𝑘𝑘) � = �𝑎𝑎, 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖
(𝑘𝑘𝑘𝑘) ≤ 𝑥𝑥𝑖𝑖 ≤ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

(𝑘𝑘𝑘𝑘) ,∀𝑖𝑖= 1,𝑚𝑚������
0 𝑖𝑖𝑖𝑖 𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

,         (6) 

where 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘), 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

(𝑘𝑘𝑘𝑘)  are the vectors 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘) = �𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚

(𝑘𝑘𝑘𝑘) � , 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘) , … , 𝑥𝑥𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖

(𝑘𝑘𝑘𝑘) ), 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘) =

�𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘) � , 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚

(𝑘𝑘𝑘𝑘) , … , 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘) ). Moreover 𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚

(𝑘𝑘𝑘𝑘) = 𝑥𝑥𝑖𝑖
(𝑘𝑘𝑘𝑘) − ∆𝑥𝑥𝑖𝑖

(𝑘𝑘𝑘𝑘), 𝑥𝑥1𝑚𝑚𝑎𝑎𝑎𝑎
(𝑘𝑘𝑘𝑘) = 𝑥𝑥𝑖𝑖

(𝑘𝑘𝑘𝑘) +

∆𝑥𝑥𝑖𝑖
(𝑘𝑘𝑘𝑘). Here ∆𝑥𝑥𝑖𝑖

(𝑘𝑘𝑘𝑘) is the boundary of the admissible value of the 𝑖𝑖-th feature in the 
vicinity of the 𝑗𝑗-th point belonging to the 𝑘𝑘-th class. 

In [9] Voronov V.A. has proved that for a sufficiently large number of uniformly 
distributed training points 𝑛𝑛𝑘𝑘 and the corresponding parameters of the latch functions 
of these points, the separating function of the 𝑘𝑘-th class 𝑍𝑍𝑘𝑘(𝑥𝑥) can be represented by 
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the sum of the latch functions of the 𝑘𝑘-th class: 

                                                                    𝑍𝑍𝑘𝑘(𝑥𝑥) = ∑ 𝑃𝑃 �𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘), 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

(𝑘𝑘𝑘𝑘) �𝑛𝑛𝑘𝑘
𝑗𝑗−1                    (7) 

In addition, it was shown that if the 𝑙𝑙-th point falls into the 𝑘𝑘-th region 
“overlapped” by latch functions, then 𝑍𝑍𝑘𝑘�𝑥𝑥(𝑙𝑙)� = 𝑟𝑟 ∙ 𝑎𝑎, where 𝑟𝑟 is a positive integer. 
The meaning of the value 𝑟𝑟 is the number of intersecting subdomains at the 𝑙𝑙-point. 
Obviously, 𝑟𝑟 cannot be fractional and negative. 

If we accept that 𝑎𝑎 = 1, then the function (6) can take only two values 0 and 1 
(false, true). A function with a set of values {0, 1} is called a predicate. Replacing the 
sign of the algebraic sum Ʃ with the sign of the logical sum (disjunction) U in formula 
(7), we obtain the logical sum of predicates, which also takes on the set of values {0, 
1}: 

                                                                    𝑍𝑍𝑘𝑘(𝑥𝑥) = ⋃ 𝑃𝑃 �𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘), 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

(𝑘𝑘𝑘𝑘) �𝑛𝑛𝑘𝑘
𝑗𝑗=1                    (8) 

The choice of the parameters of the latch function and the required number of 
training points is related to the accuracy of the areas approximation of the feature space 
by the set of subdomains described by the latch functions. It is not difficult to see that 

the smaller the value of the allowable boundary ∆𝑥𝑥𝑖𝑖
(𝑘𝑘𝑘𝑘) in the vicinity of each point and, 

accordingly, the greater the number of training points, the higher the accuracy of the 
approximation. 

The implementation of the latch functions is based on the requirements of 
compactness and ease of implementation on a computer and on the basis of a selective 
mathematical expression [10]: 

𝑔𝑔𝑔𝑔(𝑏𝑏) = � 1 𝑤𝑤ℎ𝑒𝑒𝑒𝑒 𝑏𝑏 ≥ 0
−1 𝑤𝑤ℎ𝑒𝑒𝑒𝑒 𝑏𝑏 < 0                                          (9) 

Latch function for one-dimensional space (𝑚𝑚 = 1) in Fig. 2 a, can be expressed 
in terms of function (9): 

                         𝑃𝑃(𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚) = 1
2

{1 + 𝑠𝑠𝑠𝑠𝑠𝑠[(𝑥𝑥 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚)(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥 )]}          (10) 

When 𝑚𝑚 = 2 (Fig. 2 b) expression (10) will take the following form: 
                                         𝑃𝑃(𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚) = 

                                     = 1
22

{1 + 𝑠𝑠𝑠𝑠𝑠𝑠[(𝑥𝑥1 − 𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚)(𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥1 )]} ∙ 

                                             ∙ {1 + 𝑠𝑠𝑠𝑠𝑠𝑠[(𝑥𝑥2 − 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚)(𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥2 )]}              (11) 
The case of three-dimensional space (𝑚𝑚 = 3) is shown in Fig. 2 c: 
                                𝑃𝑃(𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥3, 𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥3𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑥𝑥3𝑚𝑚𝑚𝑚𝑚𝑚) = 
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                                            = 1
23

{1 + 𝑠𝑠𝑠𝑠𝑠𝑠[(𝑥𝑥1 − 𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚)(𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥1 )]} ∙ 

                                              ∙ {1 + 𝑠𝑠𝑠𝑠𝑠𝑠[(𝑥𝑥2 − 𝑥𝑥2𝑚𝑚𝑖𝑖𝑖𝑖)(𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥2 )]}  ∙ 
                                          ∙  {1 + 𝑠𝑠𝑠𝑠𝑠𝑠[(𝑥𝑥3 − 𝑥𝑥3𝑚𝑚𝑚𝑚𝑚𝑚)(𝑥𝑥3𝑚𝑚𝑚𝑚𝑚𝑚 −

𝑥𝑥3 )]}                         (12) 
by induction on 𝑚𝑚 the following final result is obtained: 

          𝑃𝑃(𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚) = 1
2𝑚𝑚
∏ {1 + 𝑠𝑠𝑠𝑠𝑠𝑠[(𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖)(𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 − 𝑥𝑥𝑖𝑖  )]}𝑚𝑚
𝑖𝑖=1      (13) 

Here 𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 are vectors. 
Expression (13) can also be used to describe a discrete space. Fig. 3 a shows a 

subdomain of a one-dimensional discrete space, including points 𝑥𝑥 = 2, 3, 4, 5 from 
the set 0, 1, 2, 3, 4, 5... If we substitute the values 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 = 5 and 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 = 2 in expression 
(10), then we obtain a function that is equal to 𝑎𝑎 at 𝑥𝑥 = 2, 3, 4, 5 and is equal to zero 
for all values of 𝑥𝑥. 

In the case where the subdomain includes only one point, for example, 𝑥𝑥 = 1, 
then it is described by the same latch function, but with 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚=1. 

By induction on 𝑚𝑚 the validity of expression (13) is proven for discrete features. 
The above is also true for a mixed space. If 𝑥𝑥1, 𝑥𝑥2 are respectively discrete and 

continuous coordinates (Fig. 3 b), then after substituting them into (11) with pre-
selected 𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚, 𝑥𝑥1𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑥𝑥2𝑚𝑚𝑚𝑚𝑚𝑚, we obtain an expression that describes a 
subdomain that has a lattice form. 

Thus, the latch function (13) allows us to describe subdomains in discrete, 
continuous, and mixed spaces. 

 
 
1.2.  Process optimization based on the predicate model 

 
Description of production situations in 𝑚𝑚-space in the form of a logical sum of 

predicates allows us to include only those subdomains that correspond to a certain 
value of the control criterion in the class 𝑍𝑍𝑘𝑘(𝑥𝑥). This can be done in the following way. 

During the normal operation of a technological control object, a training dataset 
is formed, consisting of a vector of input quantities 𝑥𝑥 and the corresponding output 
quantity, which determine the value of the control criterion y. In the process of forming 
classes based on elements of the sample population 𝑥𝑥 – it is necessary, by setting 
different values of the optimization criterion y in the interval 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚 ÷ 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚, to divide 
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the factor space into two patterns (classes): 𝑍𝑍1, if 𝑦𝑦𝑗𝑗 ≤ 𝑦𝑦 and 𝑍𝑍2, if 𝑦𝑦𝑗𝑗 > 𝑦𝑦( 𝑖𝑖 = 1, 𝑟𝑟����). 
Here 𝑟𝑟 is the volume of the sample population. If the value of the optimization criterion 

is changed with an interval ∆𝑦𝑦, then we’ll obtain   𝑛𝑛 = 𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚−𝑦𝑦𝑚𝑚𝑚𝑚𝑚𝑚
∆𝑦𝑦

 classes, each of which 

is described by the predicate equation (8), (13). 
 

 

 
c) 

Figure 2 – Types of parallelepipeds: a – one-dimensional; b – two-
dimensional; c – three-dimensional 
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Figure 3 – Types of space: a – one-dimensional discrete; b – two-

dimensional mixed  
 

The model constructed in this way also implicitly contains the restrictions 
imposed on the conduct of the process, which made it possible to implement a simple 
optimal control algorithm without additional involvement of traditional optimization 
methods. The essence of this algorithm is as follows. 

Of the factors influencing the process, control factors are distinguished 𝑥𝑥1 ÷ 𝑥𝑥𝑣𝑣 
and the full range of their changes is presented as a series of values with an interval of 
∆𝑥𝑥. Thus, all possible controls can be specified as combinations of these values. Then, 
by the values of the perturbing factors 𝑥𝑥𝑣𝑣+1 ÷ 𝑥𝑥𝑚𝑚, it is sufficient to determine the truth 
of the predicate 𝑍𝑍1 sequentially for all possible combinations of controls. The optimal 
control is the one that ensures the truth of the predicate. If, after enumeration of all 
controls by the predicate 𝑍𝑍1 the optimal combination is not found, then it is necessary 
to expand the examined zone of the factor space by passing to the predicate 𝑍𝑍2, and so 
on. 

Fig. 4 shows a graphical interpretation of the definition of optimal control. The 
vector of disturbing factors is conditionally plotted along the ordinate axis, and the 
vector of control variables is plotted along the abscissa axis. The model of the 
technological process consists of classes 𝑍𝑍𝑘𝑘 separating the surfaces (boundaries) of 
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which are shown in the figure by closed broken lines. Moreover, the area marked 𝑍𝑍1 
corresponds to the minimum value of the control criterion, and the area 𝑍𝑍𝑛𝑛 – to the 

maximum value. The vector of current values of disturbing factors is denoted by 𝑋⃗𝑋𝑖𝑖2𝑐𝑐𝑐𝑐𝑐𝑐. 

 
Figure 4 – Search for optimal control 

 

As can be seen from Fig. 4 for a vector 𝑋⃗𝑋𝑖𝑖2𝑐𝑐𝑐𝑐𝑐𝑐 – the predicate defining the area 
(class) 𝑍𝑍1 will be false for all possible combinations of control variables. For an area 
𝑍𝑍2 the corresponding predicate will give the true value for the combination of control 

actions 𝑋⃗𝑋𝑖𝑖2
𝑜𝑜𝑜𝑜𝑜𝑜. Vectors 𝑋⃗𝑋𝑖𝑖2𝑐𝑐𝑐𝑐𝑐𝑐 𝑋⃗𝑋𝑖𝑖1

𝑜𝑜𝑜𝑜𝑜𝑜 form an elementary rectangle (generally, an 
elementary hyperparallelepiped in 𝑚𝑚-dimensional space) 𝐷𝐷1. 

When optimizing a non-stationary static process, the predicate model (8) requires 
continuous refinement. It must be performed in two cases. 

The first case occurs when a situation arises during the operation of a 
technological object that corresponds to the value of the criterion 𝑦𝑦𝑘𝑘, but it is absent in 
the class 𝑍𝑍𝑘𝑘 description. In [7] this uncertainty is called a contradiction of the first kind. 
The resolution of this contradiction is carried out by extending the class 𝑍𝑍𝑘𝑘by adding 
the corresponding predicate to the model (8). 

The second case occurs when a situation arises during the operation of a 
technological object that was previously included in the class 𝑍𝑍𝑘𝑘, but now does not 
correspond to the value of the criterion 𝑦𝑦𝑘𝑘. This uncertainty is called a contradiction of 
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the second kind. It is impossible to exclude the predicate describing this situation from 
(4.8), since it defines an infinite set of situations that fall into the elementary 
hyperparallelepiped specified by it. The resolution of this contradiction is carried out 
by creating a subset of situations “attached” to the class 𝑍𝑍𝑘𝑘 that do not correspond to 
the value of the criterion 𝑦𝑦𝑘𝑘. 

Then, according to [7], the refined predicate model 𝑍𝑍𝑘𝑘 will take the form (14): 

                 𝑍𝑍𝑘𝑘(𝑥𝑥) = �⋃ 𝑃𝑃 �𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘), 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

(𝑘𝑘𝑘𝑘) �𝐿𝐿1+𝑛𝑛𝑘𝑘
𝑗𝑗=1 � ⋀ �⋃ 𝑃𝑃 �𝑥𝑥, 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

(𝑘𝑘𝑘𝑘), 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚
(𝑘𝑘𝑘𝑘)�𝐿𝐿2

𝑟𝑟=1 �������������������������������� ,    (14) 

where 𝐿𝐿1 and 𝐿𝐿2 are the number of results of recognition of contradictions of the 
first and second kind, respectively; ⋀− logical multiplication sign (conjunction). 

Thus, the considered optimization method allows solving problems of optimal 
static control of nonlinear objects without using the traditional mathematical 
formulation of such problems in the form of an objective function and restrictions. 
Predicate models in an integrated form represent the entire mathematical formulation 
of the problem. The undoubted advantage of this direction in solving optimization 
problems is the possibility of a relatively simple adaptation algorithm and the transition 
to describing an object in a factor space of a higher dimension. 

At the same time, continuous refinement of the model will inevitably lead to an 
increase in the number of subsets “attached” to the class 𝑍𝑍𝑘𝑘 and, as a result, the 
complication of its structure with subsequent adjustments to the algorithm for choosing 
optimal control actions. This circumstance significantly complicates the optimization 
of non-linear non-stationary static objects. 

 
 

1.3. Predicate model transformations  
 
1.3.1 Predicate model transformations by sub-domains consolidation  

The problem of preserving the structure of predicate model (14) can be solved 
based on methods of patterns description reduction proposed in [2, 11]. The need to 
shorten the description of patterns arises because of the cumbersomeness of 𝐹𝐹𝑘𝑘(𝑥𝑥) due 
to the increase in the number of latch functions, which are formed according to the 
number of training points. The number of latches can be reduced by selecting training 
points in such a way that the corresponding latches do not intersect, and on the other 
hand, by covering several latches with one function with a larger value of ∆𝑥𝑥𝑖𝑖 =
𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖−𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

2
, 𝑖𝑖 = 1,𝑚𝑚������. 
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Due to the random nature of the training points location, the second way is more 
effective. The idea of covering latch functions is as follows: if a certain area is 
described by a set of latch functions, as shown in Fig. 5, then this description can be 
replaced by one latch function (bold lines in Fig. 5). Based on expressions (7), (13) we 
get: 

                              𝑃𝑃(𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥1′ , 𝑥𝑥2′ , 𝑥𝑥1′′, 𝑥𝑥2′′) + 𝑃𝑃(𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥1′ , 𝑥𝑥2′′,𝑥𝑥1′′, 𝑥𝑥2′′′) + 
                             +𝑃𝑃(𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥1′′, 𝑥𝑥2′′,𝑥𝑥1′′′, 𝑥𝑥2′′′) + 𝑃𝑃(𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥1′′,𝑥𝑥2′ , 𝑥𝑥1′′′, 𝑥𝑥2′′′) = 
                                                                = 𝑃𝑃(𝑥𝑥1, 𝑥𝑥2, 𝑥𝑥1′ , 𝑥𝑥2′ , 𝑥𝑥1′′′,𝑥𝑥2′′′)                              (14) 

It is obvious that while providing a given accuracy of approximation of the 
function, 𝐹𝐹𝑘𝑘(𝑥𝑥) a partial coverage or “overlapping” is acceptable, as shown in               
Fig. 4. b, c. 

The task of reducing the description can be reduced to covering the latch functions 
of the training points of each class with latch functions with large values of ∆𝑥𝑥𝑖𝑖. 

One of the possible description reduction algorithms is as follows [11.].  Fig. 6 
shows the area 𝑆𝑆𝑘𝑘. Let's single out rectangular area 𝑆𝑆𝑛𝑛(0,1) ⊃ 𝑆𝑆𝑘𝑘. This area is described 
by the latch function 𝑃𝑃(0,1). Let’s consider the area 𝑆𝑆𝑘𝑘 belonging to 𝑆𝑆𝑛𝑛(0,1), that is 

 
Figure 5 – Coverage of the neighborhoods of training points: a – accurate 

coverage; b – partial coverage; c – overlap 
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𝑆𝑆𝑘̅𝑘 = 𝑆𝑆𝑛𝑛(0,1)\𝑆𝑆𝑘𝑘. It is described by the function: 

                                                                 𝐹𝐹�𝑘𝑘(𝑥𝑥) = 𝑃𝑃(0,1) − 𝑎𝑎 ∙

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝐹𝐹𝑘𝑘(𝑥𝑥)�                                 (15) 

 
Figure 6 – Stages of reducing the description of classes: a – the first stage; 

b – the second stage 
It's obvious that: 

                                                  𝐹𝐹�𝑘𝑘(𝑥𝑥) = �
0 𝑤𝑤ℎ𝑒𝑒𝑒𝑒 𝑑𝑑 ∈ 𝑆𝑆𝑘𝑘,𝑑𝑑 ∈ 𝑆𝑆𝑛𝑛(0,1)
𝑎𝑎 𝑤𝑤ℎ𝑒𝑒𝑒𝑒 𝑑𝑑 ∉ 𝑆𝑆𝑘𝑘 ,𝑑𝑑 ∈ 𝑆𝑆𝑛𝑛(0,1)

                          (16) 

Here 𝑑𝑑 is some point of the attribute space. 
The description reduction algorithm includes the following operations. 
1. The area 𝑆𝑆𝑛𝑛(0,1) is divided into subdomains with the division base 𝜒𝜒1. 
2. Those subdomains that do not intersect 𝑆𝑆𝑘𝑘 are described by latch functions and 

the sum of these functions is found. In example (6) this is the area 𝑆𝑆𝑛𝑛(1,1). Therefore 
the amount 𝜎𝜎1 = 𝑃𝑃(1,1). 

3. Subdomains not described by the sum 𝜎𝜎1 are divided with the division base 𝜒𝜒2. 
The newly formed subdomains that do not intersect 𝑆𝑆𝑘̅𝑘 are described by latch functions, 
which are then added to the sum: 

𝜎𝜎2 = 𝜎𝜎1 + ∑ 𝑃𝑃(𝑟𝑟,𝛾𝛾) 8
𝛾𝛾=1                                 (17)  

This procedure is repeated until the specified accuracy of the approximation of 
the function 𝐹𝐹𝑘𝑘(𝑥𝑥) by the sum 𝜎𝜎𝜇𝜇 is reached. 

The number of stages 𝜇𝜇 is determined by the value selection strategy 𝜒𝜒𝜆𝜆, 𝜆𝜆 = 1,𝜇𝜇����� 
and the specified accuracy of the description 𝜃𝜃. In general: 

                                                𝜎𝜎𝜇𝜇 = ∑ ∑ 𝑃𝑃(𝜆𝜆,𝛾𝛾) 𝐷𝐷𝜆𝜆
𝛾𝛾=1  𝜇𝜇

𝜆𝜆=1                                        (18)    

The author has showed that this algorithm allows us to obtain a description whose 
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rank is no greater than the rank of the original description built on the basis of training 
points. In this case, to ensure the specified accuracy of approximation, the following 
inequality must be satisfied: 

                                               ∆𝑥𝑥𝑖𝑖
(𝑘𝑘𝑘𝑘) ≤ 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖−𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖

2𝜃𝜃
                                              (19)  

where ∆𝑥𝑥𝑖𝑖
(𝑘𝑘𝑘𝑘) is the limit of the admissible value 𝑖𝑖 – a feature in the neighborhood 

𝑗𝑗 – a point of 𝑘𝑘-class; 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝑥𝑥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 – maximum and minimum values of 𝑖𝑖-characteristic. 
 

1.3.2 Predicate model transformations by combining boundary sub-domains 
Reviewed algorithm of description reduction was developed in work [2]. The 

solution to the problem of limiting structural changes in the predicate model is 
proposed to be carried out on the basis of the invariance of the number of parameters 
of the hyperparallelepiped to the size (volume) of the region it defines in the feature 
space. Set of randomly arranged hyperparallelepipeds 𝑘𝑘–patterns can be represented in 
the form of ordered hyperparallelepipeds, differing in size (Fig. 7). 
Hyperparallelepipeds located on the boundary of the pattern will have the smallest 
dimensions, since they determine the accuracy of the separating function 𝐹𝐹�𝑘𝑘(𝑥𝑥). On 
Fig. 7 they are shaded. 

 
Figure 7 - Location of Boundary Subareas 

 
If we unite the shaded boundary subdomains in the direction of one of the feature 

axes, for example 𝑥𝑥1, we will get subdomains that differ in geometric dimensions and 
completely describe the pattern. Thus, the union of subdomains D1 and D2 is of interest, 
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since the resulting subdomain D12 includes, in addition to D1 and D2 , one more internal 
subdomain of the image 𝑆𝑆𝑘𝑘. Combining subdomains D1 and D3 into subdomain D13 will 
simultaneously describe four more internal subdomains. 

It is easy to see that the combined subdomains differ only in the parameters of one 
projection. This allows us to propose a simple condition according to which two 
boundary subdomains are to be united if all internal subdomains between them belong 
to the pattern 2

min
1

min jj xx = ; 2
max

1
max jj xx =  at nj ,1= ; rj ≠ , where 2

max
1

max
2

min
1

min ,,, jjjj xxxx  are 

the parameters of the function (14) describing the two subdomains to be combined; r 
is the number of the feature axis in the direction of which the merging is performed. 
For the resulting subdomain, the unknown minimum and maximum value of the m-
feature is defined as { }2

min
1

min
12

min ,min mmm xxx = ; { }2
max

1
max

12
max ,max mmm xxx = . 

It is obvious that the considered association of boundary subdomains does not 
lead to a change in the location of the pattern in the attribute space, since the boundary 
domains do not change their location – they only merge with oppositely located 
boundary subdomains. This transformation of the pattern is identical. It can be 
performed immediately when the previously mentioned contradiction of the second 
kind occurs. Then the complication of the structure of the model (14) is not required. 

It should be noted that the number of enlarged subdomains obtained as a result of 
merging is less than the number of boundary subdomains. These associations can be 
continued in the remaining n – 1 directions. If you change the merging sequence along 
the attribute axes, you can get n! separating functions, from which the minimum in 
terms of the number of constituent subdomains is selected. 

The search for the minimum number of subdomains can be implemented as 
follows [12] .  A lot of technological situations that are given by predicates (14) are 
grouped into a class according to the value of the control criterion. Each class is defined 
by the disjunction of predicates. The choice of such a model assumes the ordering of 

its elements in the form of a two-dimensional table. Moreover, valus 𝑋𝑋𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗
𝑝𝑝𝑝𝑝 , 𝑋𝑋𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗

𝑝𝑝𝑝𝑝  are 

placed in its columns and each row corresponds to a certain predicate. 
It is not difficult to see that the columns of such a table will have different names 

and be homogeneous; all rows are unique and have the same structure The order in 
which rows are traversed is not essential and only affects the speed of access to each 
of them. Taking into account that the information in the columns is atomic, it can be 
concluded that this table satisfies the conditions and constraints that allow it to be 
considered a relation – a relational data model [13] . The ordinal number of the tuple 
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in the relation (row of the table) uniquely identifies the current technological situation. 
The set of attributes (columns of the table) defines the schema of the relation. It is clear 
that there set of relations kM _ , each of which describes a certain class of technological 
situations, completely determines the model of the technological process. Here qk ,1=

, where q  is the number of relations.  

Operations on relations are determined by α-algebra. Let's consider the 
application of α-algebra for implementing the procedures of the proposed 
minimization algorithm. 

Minimization algorithms are based on two subdomains 1D  and 2D  combined in 
factorial space (Fig. 8). The tuples of relation, that define these subdomains differ in 
the values of two attributes maxmin , ll xx  ( 1x is the characteristic axis along which the 

combination of subdomains takes place). Extracting the specified tuples 1_D  and 2_D  
is achieved by the filtering operation. In order to obtain of a tuple 12_D , which 
designates the combined area 12_D , at first it’s necessary to decompose the relation 

1_D  into a relation MXD 1_  without an attribute min1x  and a relation MND 1_  without 
an attribute max1x ; and a relation 2_D  should be decomposed into a relationship 

MND 2_  with a single attribute min1x  and a relationship MXD 2_  with a single attribute 

max1x . This decomposition can be achieved through the operation of projection. 

Subsequently, by performing the Cartesian multiplication MNDMXD 2_1_ ⊗ and 

MXDMND 2_1_ ⊗ , two tuples of relation 12_D  with a complete set of attributes are 
formed, from which the desired tuple 12_D  is extracted by filtering under following 
condition max1min1 xx < . 
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Figure 8 – The determination of the tuple defining the combined area 
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1.3.3 Encoding of the predicate model elements 
Often there is a need to reduce the dimension of the vector describing the situation 

without losing information about the object. A special case of such a reduction is the 
transition from a vector to a scalar; that is, the transformation of a description of a 
situation by a set of numbers into an adequate description with just one number. 

In [14] a method of convolutional Ks-transformation is proposed, which allows 
representing the technological situation in the form of an integer scalar. It can include 
both continuous and discrete variables. 

 In this case, the fact is used that variables, which are physically continuous 
quantities, can be discretized without reducing their information content due to limited, 
and often very low, measurement accuracy. 

Let the situation at the facility be described by the vector 𝑃𝑃 = (𝑝𝑝1𝑝𝑝2𝑝𝑝3 … 𝑝𝑝𝑖𝑖 … 𝑝𝑝𝑛𝑛), 
where 𝑝𝑝𝑖𝑖 are the controlled variables of the process, 𝑖𝑖 = 1,𝑛𝑛�����. 

In general case, the measurement accuracy of each of the elements allows dividing 
the full measurement range into its own number of equal discrete intervals (subranges) 
𝑚𝑚𝑖𝑖 , 𝑖𝑖 = 1,𝑛𝑛�����. 

Let’s assume that a vector of the number of subranges 𝑀𝑀 =
(𝑚𝑚1𝑚𝑚2𝑚𝑚3 …𝑚𝑚𝑖𝑖 …𝑚𝑚𝑛𝑛) is given. We renumber all subranges of each variable in the 
direction from the lower limit of the full range to the upper one, as shown in Fig. 9.  

Then the specific value of any variable can be approximately represented by the 
number of the subrange in which it falls (point A in Fig. 9). This establishes a 
correspondence of the following form 𝑃𝑃 = (𝑝𝑝1𝑝𝑝2𝑝𝑝3 …𝑝𝑝𝑖𝑖 …𝑝𝑝𝑛𝑛) ⇒ 𝐽𝐽 =
(𝑗𝑗1𝑗𝑗2𝑗𝑗3 … 𝑗𝑗𝑖𝑖 … 𝑗𝑗𝑛𝑛), where 𝑗𝑗𝑖𝑖 is the number of the subrange in which the value of the 
variable 𝑝𝑝𝑖𝑖 falls. 

A vector 𝐽𝐽, if we consider its elements as digits of a number with base 𝑞𝑞, and 𝑞𝑞 =
𝑗𝑗𝑛𝑛 + 1, can be represented as a number by performing the transformation: 

                                                                          Ks = ∑ 𝑗𝑗𝑖𝑖𝑛𝑛
𝑖𝑖=1 ∙ 𝑞𝑞𝑛𝑛−𝑖𝑖                                           (20) 

The reverse transition from Ks to 𝐽𝐽 (reverse Ks- transformation) is performed 
according to the expression: 

                                                               𝑗𝑗𝑖𝑖 = 𝑚𝑚𝑚𝑚𝑚𝑚 �� Ks
𝑞𝑞𝑛𝑛−𝑖𝑖

� , 𝑞𝑞�                                           (21) 

It is easy to see that the considered encoding method and description reduction 
algorithm imply splitting the feature (factorial) space into intervals ∆𝑥𝑥𝑖𝑖 determined by 
the required accuracy of the image description. These areas are numbered in the 
direction of increasing 𝑖𝑖-th factor.  
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Figure 9 – Discretization of variables 

 
As a result, elementary spaces are formed, the positions of which are uniquely 

determined by the numbers of the corresponding intervals, for example, intervals 5, 2 
for the subdomain D 0 (Fig. 10). The specified numbers and form an n-dimensional 
vector subject to convolution to a scalar according to the formula (20). 

 
Figure 10 - Encoding of large area 
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Obviously, the projections obtained as a result of enlargement of a subdomain (for 
example, 𝐷𝐷1) cannot be represented as an n-dimensional vector, because each of them 
includes several intervals ∆𝑥𝑥𝑖𝑖, and the number of these intervals for each factor is 
generally different. 

We will represent each projection of the specified subdomain with the numbers 
of two intervals jx∆  [2] that define its boundaries. Then any subdomain in the factor 

space can be represented by a 2n-dimensional vector 
( )maxmax2max1minmin2min1 ,...,,,,...,, nn bbbbbbB , where maxmax1minmin1 ,...,,,..., nn bbbb  are the numbers of 

intervals that determine the minimum and maximum boundaries of the subdomain. For 

example, for a subdomain 𝐷𝐷1, the vector is =B {2, 2, 5, 4}. Having performed the 
encoding transformation (20) of this vector, we obtain a scalar that completely 
determines the enlarged subdomain. 

The boundaries of the projections of the elementary subdomain are determined by 
the same interval jx∆ . Therefore, when encoding them, the following equality is 

obvious: jjj bbb == maxmin , nj ,1= . It should be noted that if an elementary subdomain is 

an integral part of a large one (for example, D0 and D1), then the numbers of intervals 
that determine the boundaries of their projections are interconnected by the relation 

i
jj

i
j bbb max

0
min ≤≤ , nj ,1= . 

Having encoded all subdomains of the minimum separating function obtained at 
the first stage by means of the way mentioned above, the separating surface can be 
represented as a logical sum of one-dimensional numbers or two-dimensional vectors: 

𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚
𝑡𝑡𝑜𝑜𝑡𝑡𝑡𝑡𝑡𝑡 =

𝑘𝑘𝑚𝑚𝑚𝑚𝑚𝑚
𝑉𝑉

𝛾𝛾=1
𝐾𝐾𝛾𝛾  

Transition from coding numbers γK  to the vector ( )211 , γγγ BBB  is carried out 

according to the formula (21), and the transition to the physical dimensions of the 
factor space of the pattern is carried out according to: ( ) D

jjjj xxbx minminmin 1 +∆−= ; 
D
jjjj xxbx minmaxmax +∆= , where D

jx min  is the minimum value of the j-th factor. 
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1.4. The choice of AM protection means on the basis of the predicate model 
"electrical network – asynchronous motor" 
 
The decision on the economic feasibility of choosing a specific technical 

protection option (or rejecting it) depends on the values of several value (input 
technical and economical ones): sinusoidal distortion coefficient Ku, coefficients of 
individual harmonic components Ku(m) (m = 7), negative sequence coefficient K2u, 

zero sequence coefficient K20, costs of technical means of protection Cj(i = 1, r����, where 

r is the number of different types of protection devices).  
The coefficients Ku, Ku(m), K2u and K20 depend on the patterns of changes in 

linear voltages in the electric network and the modes of operation of the asynchronous 
motor [15]. 

To determine the characteristics of the linear voltages of the electrical network of 
the workshop and asynchronous motors in real time, a software and hardware complex, 
shown in Fig. 11, has been developed. The hardware part of the complex is based on a 
programmable logic controller (PLC) VIPA System 200 V. The PLC is a module for 
remote input of analog signals.  

The software part ensures the organization of computing processes and the 
organization of a human-machine interface using a personal computer and is based on 
the HMI/SCADA system Zenon Supervisor 7.0. Interaction between a programmable 
logic controller and a personal computer with a software package is implemented using 
the Ethernet interface.  

Current values of linear voltages and motor parameters are displayed on the 
personal computer screen and saved for further processing. The proposed complex 
allows simultaneous research of all motors operating in the workshop. 

Technical and economical quantities have some deviations, due to either the 
accuracy of measurement (for technical quantities) or to the economic situation (for 
values) and vary within a certain range. This allows us to present the energy-economic 
model of AM as a sum of predicates, which will take a specific form: 

                                    𝑍𝑍эм�𝑋⃗𝑋,𝐶𝐶� = ⋁ ⋁ 𝑍𝑍𝑝𝑝,𝑙𝑙�𝑋⃗𝑋,𝐶𝐶�𝜆𝜆𝑝𝑝
𝑙𝑙

𝑞𝑞
𝑝𝑝=1 ,                                     (22) 

Where   

𝑍𝑍𝑝𝑝,𝑙𝑙�𝑋⃗𝑋,𝐶𝐶� = 2−𝑛𝑛 ∏ �1 + 𝑠𝑠𝑠𝑠𝑠𝑠��𝑋𝑋𝑗𝑗 − 𝑋𝑋𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗
𝑝𝑝𝑝𝑝 ��𝑋𝑋𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗

𝑝𝑝𝑝𝑝 − −𝑋𝑋𝑗𝑗��� +𝑛𝑛
𝑗𝑗=1 2−𝑟𝑟 ∏ �1 +𝑟𝑟

𝑗𝑗=1

𝑠𝑠𝑠𝑠𝑠𝑠��𝐶𝐶𝑗𝑗 −  𝐶𝐶𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗
𝑝𝑝𝑝𝑝 ��𝐶𝐶𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗

𝑝𝑝𝑝𝑝 −𝐶𝐶𝑗𝑗���        ⋁−the logical operation of disjunction. 
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Here : 𝑞𝑞 is the number of classes (ranges) of total damage from the introduction 
of a specific protective measure or their combinations; 𝜆𝜆𝑝𝑝 is the number of predicates 
defining the 𝑝𝑝-range; 𝑛𝑛 𝑎𝑎𝑎𝑎𝑎𝑎 𝑟𝑟 are the number of technical and cost values, respectively; 

𝑋𝑋𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗
𝑝𝑝𝑝𝑝 , 𝑋𝑋𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗

𝑝𝑝𝑝𝑝 ,𝐶𝐶𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗
𝑝𝑝𝑝𝑝 ,𝐶𝐶𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗

𝑝𝑝𝑝𝑝  are model constants. 

The formation of predicate parameters and their combination into classes can be 
carried out in the course of training the model according to the criterion of minimum 
economic losses from the use of technical means of protecting AM (or their absence): 

𝐸𝐸𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 → 𝑚𝑚𝑚𝑚𝑚𝑚,                                       (23) 
 

 
Figure 11 – The structural diagram of the system for researching the 

electrical network and asynchronous motors 
 

During the training process for recognition based on elements of a selected sample 
of input variables, it is necessary to partition the factorial space into two classes: M1, 
if Es < Epot and M2, if Es > 𝐸𝐸𝑝𝑝𝑝𝑝𝑝𝑝, by setting various criteria E𝑝𝑝𝑝𝑝𝑝𝑝 in the interval 
E𝑝𝑝𝑝𝑝𝑝𝑝.max ÷ E𝑝𝑝𝑝𝑝𝑝𝑝.min. If the value of the criterion is changed with an interval ∆Epot =
�Epot.max−E𝑝𝑝𝑝𝑝𝑝𝑝.min�

q
, then we will obtain q hypersurfaces separating classes, which, in 

accordance with the method of analytical description by methods that allow the 
division of the factor space into elementary subdomains, can be specified in the form 
of predicate equations (22). Here: ∆E𝑝𝑝𝑝𝑝𝑝𝑝 is permissible deviation of economic losses 
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from the calculated value. 
The model is trained on the basis of a computational experiment, the structural 

diagram of which is shown in Figure 12. During the experiment, random sequences of 
input values are formed in the block for the formation of realizations (BFR) within the 
specified limits. 

 
Figure 12 – Structural diagram of the predicate formation model 

 
In the "Energy-Economic Model" block, the calculation of economic losses from 

the use (or refusal to use) of protective equipment for electric drives in power networks 
with low-quality electricity is carried out. Table. 1 shows the calculation formulas for 
losses determination according to [16]. 

 
Table 1 – Stages of economic losses calculation 

Stage 
number Computing subunit Output parameters 

Designation Calculation formula Name 
1 2 3 4 5 

1 Voltage model in 
workshop networks 

UK  

íîìn
nU U

UK 10040

2

2 ⋅= ∑
=

 
Voltage sinusoid distortion 

coefficient 

)(nUK  100)( ⋅=
ном

n
nU U

UK  Individual harmonic 
constituent’s coefficient 

UK2  

1

2
2 A

AK U =  Reverse sequence coefficient 

20K  
1

2
20 A

AK =  Zero- sequence  coefficient 

1 2 3 4 5 
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The elements of the predicate model are formed in the “Training and Adaptation” 

2 Electromagnetic 
model of AM 

AeqI  ( )∑=
=

N

n
nAAeq i

N
I

0

21
 

Equivalent value of stator 
current (calculated for each 

phase) 

qIRe  the same for the rotor current The same for the rotor 

nMI  nротnстатnM III +=  Magnetization current 

1mP∆  ( ) статCeqBeqAeqm RIIIP 222
1 ++=∆  Copper losses for stator 

2mP∆  the same for the rotor the same for the rotor 

СP∆  CMС RIP ⋅⋅=∆ 23  Steel losses 

Σ∆P  Cmm PPPP ∆+∆+∆=∆ Σ 21  Steel losses 

1P  CCBBAA IUIUIUP ++=1  Consumed active power 

1Q  2
1

2
11 PSQ −=  Consumed reactive power 

1S  
CeqCeq

BeqBeqAeqAeq

IU
IUIUS

+⋅⋅⋅

⋅⋅⋅++=1
 Consumed complete power 

2P  cpcp MP ⋅=ω2  Shaft power 

η  

1

2

P

P
=η  Efficiency 

with osφ 
1

1cos
S
P

=ϕ  Power coefficient (taking  
distortion into account) 

ITHD  ( )∑=
=

N

n ncpI I
I

THD
2

2

1

1  Harmonic  current distortion 
coefficient 

TTHD  the same for the moment The same for the moment 

3 AM thermal model 

τ( t ) ( )1)-(k1)-(kk A-P 1/C+= τ∆ττ  Tme dependence of temperature 
exceedance 

τ cf ∑τ=τ
k

kcp M
1

 Average insulation temperature 

ά ( )∑ ⋅τ∆=α
n

nn
Ц

t
Т
1'  Equivalent duration of AM 

operation with overheating 

T '
H eTT α⋅β−⋅=  Isolation service time  

4 Model of economic 
damage 

Esum 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠 = 𝛥𝛥𝑃𝑃𝛴𝛴𝑎𝑎𝑎𝑎𝑎𝑎 ⋅ 𝐶𝐶 ⋅ 𝑇𝑇𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 Additional damage 

Eyear 𝐸𝐸year = Еsum1 − Еsum2 − 𝑒𝑒 ⋅ 𝐾𝐾 Annual economic damage 

5 

Determination of 
parameters for the 
selected technical 
protection device 

C1 ss set to 1 mF Capacity in the barrier filter 

L1 
C

1L 2
r

1
ω

=  Inductance of the barrier filter 

C2 Is found iteratively Capacity in the "star" part of the 
combined filter 

E TS Is determined separately Price of technical funds 
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block. In this case, the number of predicates of a fully defined model depends on the 
parameters of the input values and is determined by the formula: 

𝐾𝐾𝑞𝑞 = ∏ 𝑑𝑑𝑖𝑖
∆𝑥𝑥𝑖𝑖

𝑛𝑛
𝑖𝑖=1     (24) 

Here 𝑑𝑑𝑖𝑖  𝑎𝑎𝑎𝑎𝑎𝑎 ∆𝑥𝑥𝑖𝑖 are the range of change and step of variation of the 𝑖𝑖-input 
quantity. Table. 2 shows data on the parameters of input quantities when studying the 
operation of an AM with a power of 7.5 kW, operating under conditions of poor-quality 
electricity. As it follows from Table. 2 and (4) 𝐾𝐾𝑞𝑞 =  1,664 ∙ 1013. The calculation of 
such a number of predicates in acceptable time intervals is difficult. 

 
Table 2 – Parameters of AM input values 

No Input value Range of 
variation 

Step of 
variation 

Notes 

1 Voltage sinusoid distortion 
coefficient 

2-15% 0.5%  

2 Individual harmonic 
constituent’s coefficient 

0 - 10% 0.5% first 7 
harmonics 

3 Reverse sequence coefficient 0 - 5% 0.1%  
4 Zero- sequence  coefficient 0 - 5% 0.1%  
5 Price of technical funds 0-200000 

UAH 
2000 UAH 10 options of 

technical solutions 

 

To overcome this difficulty, called the "curse of dimensions", in the course of 
training of predicate model, an accelerated learning algorithm was applied [17]. This 
algorithm allows you to include untrained regions of the factor space in the predicate 
model if simple conditions are met for two predicates from a certain class: 

� 𝑋𝑋𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢
1 ≤ 𝑋𝑋𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

2

𝑋𝑋𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢
1 ≥ 𝑋𝑋𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

2 ,   при 𝑢𝑢 = 1,𝑛𝑛�����;𝑢𝑢 ≠ 1
,                            (25) 

where Xumin1 , Xumax1 , Xumin2 , Xumax2  are the parameters of the projections of the 
combined areas; u is the number of the feature axis of the factor space, in the direction 
of which the subdomains are merged. 

In the "Predicate model" block, according to the generated values of the 
parameters of technical and economic quantities and the economic losses calculated 
according to the energy-economic model from the use of protective devices, the 
economic situation is formed in the form of predicates and is included in the p– class. 
The class number of the economic situation is determined by the formula: 

𝑝𝑝 = 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒�𝐸𝐸𝑝𝑝𝑝𝑝𝑝𝑝 × ∆𝐸𝐸𝑝𝑝𝑝𝑝𝑝𝑝−1 � + 1    (26) 
It should also be noted that for the predicate model, an adaptation algorithm has 
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been developed. It allows predicate model to be refined due to the expansion of the 
fleet of technical means and changes in their costs. Refined p-class of economic 
situations is determined according to the algorithm considered in clause 2. And in the 
" Reduction of the description of economic situation classes" block, the description of 
patterns is minimized and subdomains are encoded in accordance with clause 3. 

The determination of the best technical option for protecting the AM according to 
the predicate model is carried out on the basis of a recognizing static optimization 
algorithm in the “Search of solutions” block as follows. For current values of technical 

quantities, it is calculated Zэм�X��⃗ , C�⃗ � starting from the first class of economic ones p =

1, which corresponds to the minimum value of economic losses. If Z1l�X��⃗ , C�⃗ � = 0, for 

all l = 1, λ1������, then the second class of economic situations is analyzed, etc. This 

procedure is carried out until for some p = c and l = Zcg�X��⃗ , C�⃗ � = 1. Then, according 
to the value of the constants of the selected predicate, the financial costs and, 
accordingly, the chosen technical protection option are determined. 

In [12] it is shown that the predicate equations (22) can be represented in the form 
of a relational data model. This makes it possible to describe the procedures for 
learning, adapting, minimizing and searching for optimal solutions based on a single 
mathematical apparatus which is α-algebra. Taking into account that the relational 
models are supported by the DBMS, this approach to determining the best technical 
means of protecting the AM during its operation in conditions of low-quality electricity 
is easily implemented in a production environment. 

The proposed approach was tested when choosing protection means for a 7.5 kW 
asynchronous motor operating during 80% of the operating cycle in conditions of low-
quality electricity in the experimental workshop of JSC "Ukrspetsservis". The research 
results are given in Table 3. 

As can be seen form Table 3 – in order to protect this asynchronous motor, it is 
enough to use a passive LC-filter costing 2000 UAH. At the same time, annual 
economic losses will amount to 𝐸𝐸𝑝𝑝𝑝𝑝𝑝𝑝 =3700 UAH / year. 
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Table 3 – Research results 
No Input value Technical 

parameter 
Price Notes 

1 Voltage sinusoid distortion 
coefficient 

2.5% -  

 
 
2 

Individual harmonic 
constituent’s coefficient 

1.5%  
 
- 

 
0.5% 
0.5% 
2.5% 
0.5% 
2.0% 
2.0% 

3 Reverse sequence coefficient 2.3% -  
4 Zero- sequence  coefficient 1.5% -  
5 Price of technical funds - 2000 UAH Passive 

filter 
 
 

Сonclusions 
 

The method developed in the work for selecting economically feasible means of 
increasing the energy efficiency of an asynchronous motor and the algorithm for 
calculating the total economic damage when the latter operates in conditions of low-
quality electricity allow us to make an economically sound decision on the choice of 
means of compensating for the negative impact of low-quality electricity on the 
technical and economic indicators of an asynchronous motor, which is made based on 
comparison of the amount of damage, the cost of the electric motor and the proposed 
technical means of protecting it. 

  The results of the research can be recommended for use in the learning process 
of students of the next Fields of knowledge: 14: Electrical engineering, specialties: 141 
- Electrical power engineering, electrical engineering and electromechanics; 17- 
Electronics, automation and electronic communications, specialties: 172 - Electronic 
communications and radio engineering; and specialties: 174 – Automation, computer-
integrated technologies and robotics. 

 
 
 




